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ABSTRACT

Global climatological distributions of key aerosol quantities (extinction, optical depth, mass, and surface area
density) are shown in comparison with results from a three-dimensional global model including stratospheric
and tropospheric aerosol components. It is shown that future trends in global and regional anthropogenic emissions
of sulfur dioxide may induce substantial changes in the lower stratospheric budget of sulfate aerosols: with the
Intergovernmental Panel on Climate Change (IPCC) Special Report on Emission Scenarios’ (SRES) upper limit,
‘‘A2’’ scenario, the integrated stratospheric sulfate mass is predicted to increase from 0.15 Tg-S to 0.20 Tg-S
in the year 2030, and the 1.02-mm average optical depth from 1.5 3 1023 to 2.2 3 1023 with a 50% increase
in shortwave radiative forcing. The latter, in turn, is found to be about 23% of the total forcing by sulfate
aerosols (tropospheric 1 stratospheric). Convective upward transport of sulfur dioxide to the tropical tropopause
is found to be a key point for understanding the global distribution of sulfate in the lower stratosphere. Large
increases of anthropogenic sulfur production at tropical latitudes by developing countries may explain these
rather large predicted changes of stratospheric sulfate. Effects of future climate changes on stratospheric aerosols
are also discussed: it is shown that the largest perturbation is on the probability of polar stratospheric cloud
(PSC) formation, and that is driven primarily by greenhouse gas–induced temperature changes. In particular,
the model-calculated wintertime Arctic increase of total aerosol optical depth is close to a factor of 2, with PSC
optical depth and surface area density increasing by a factor of 5. This is mainly due to the predicted decrease
of sudden stratospheric warming frequency in the Northern Hemisphere and the associated higher stability of
the polar vortex. Enhanced ozone losses result from faster heterogeneous chemical reactions on both sulfate and
PSC aerosol surfaces. The chemically driven total ozone recovery in 2030 relative to 2000 is predicted to
decrease from 14.5% to 13.7% when taking into account both climate and surface emission changes: effects
related to climate changes (perturbed stratospheric circulation, water vapor distribution, PSC frequency, etc.)
account for about 2/3 of the calculated slow down of the O3 recovery rate.

1. Introduction and experiment setup

The main process responsible for stratospheric sulfate
aerosol (SSA) production is sulfuric acid (H2SO4) and
water condensation on preexisting nuclei transported
from the tropopause or formed in situ through homo-
geneous nucleation mechanisms. Stratospheric sulfuric
acid, in turn, is formed by in situ oxidation of sulfur
dioxide (SO2) via a three-body reaction with the hydroxyl
radical (OH; Turco 1992; Weisenstein et al. 1997).

Sulfur dioxide can be both transported from the trop-
ical tropopause, where it is efficiently uplifted from the
boundary layer by deep convection (Rodhe 1985), or
photochemically produced in the midstratosphere after
ultraviolet (UV) photolysis of carbonyl sulfide (OCS).
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The latter species has a very long lifetime (about 25 yr
in the troposphere and 85 yr in the stratosphere) because
oxidation by atomic oxygen and OH are slow (JPL
1997). OCS is photodissociated once it reaches the
stratosphere, becoming an important precursor for
stratospheric sulfate aerosols. Carbonyl sulfide origi-
nates at the ground by natural biogeochemical cycling
of sulfur and its flux is rather small, as are removal rates
close to the boundary layer (Andreae 1985). Measure-
ments indicate that this precursor is well mixed in the
troposphere with a typical mixing ratio of 500 pptv (Car-
rol 1985; Inn et al. 1979).

Sulfur dioxide, on the other hand, is the main pre-
cursor of tropospheric sulfate ( ). It comes from both5SO4

natural sources (volcanoes, oceans, biomass burning)
and anthropogenic activity (fossil fuel burning, in situ
emissions from aircraft). Oceanic SO2 is formed through
oxidation of dimethyl sulfide (DMS) via reaction with
OH and NO3 (Feichter et al. 1996). About 65%–75%
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TABLE 1. List of numerical experiments.

Experiment Description

2000-Base Chemistry boundary conditions for 2000 as in
WMO (1999), Houghton et al. (2001); aero-
sol and sulfur fluxes as in Houghton et al.
(2001)

2000-NA No subsonic aircraft
2000-OCS Only OCS as sulfate precursor
2000-TRP Sulfate photochemical production only in tro-

posphere
2030-CH Chemistry boundary conditions for 2030, as in

WMO (1999) and Houghton et al. (2001)
(scenario A2); aerosol and sulfur fluxes as
in 2000-baseline

2030-B1 Anthropogenic SO2 surface fluxes as in sce-
nario B1 of Nakicenovic et al. (2000)

2030-A2 Anthropogenic SO2 surface fluxes as in sce-
nario A2 of Nakicenovic et al. (2000)

2030-TC As in 2030-A2, including temperature and dy-
namical changes for year 2030

2030-TS As above, but with mean zonal temperature
changes from the GISS model (Shindell et
al. 1999)

TABLE 2. Annual mean sulfate wet deposition fluxes (mg-S21 m22

yr21).

Total
Anthro-
pogenic Natural

Obser-
vations

Europe
North America
Oceanic (308S–308N)

730
370

90

685
346

45

45
24
45

1000
340
87

of tropospheric sulfur is of anthropogenic origin: in-
dependent estimates are those of Spiro et al. (1992)
(76%), Bates et al. (1992) (74%), Graf et al. (1997)
(66%), Houghton et al. (2001) (66%): this average frac-
tion, however, may have large regional variations, with
peaks located over Northern Hemisphere midlatitude
continental sites. This may potentially imply a strong
impact of future emission changes of anthropogenic sul-
fur, both globally and on regional scales, on SSA with
effects on radiation and ozone photochemistry.

In this paper results of a three-dimensional global
chemical-transport model (CTM) are shown to explore
the sensitivity of stratospheric sulfate on anthropogenic
sulfur emissions, including subsonic aircraft. A climate
model is coupled offline to the CTM in order to study
future trends of stratospheric aerosols produced by cli-
mate changes due to greenhouse gas (GHG) increase in
the future atmosphere. These aerosol perturbations are
due to stratospheric circulation changes and to perturbed
distributions and abundance of gas species, such as wa-
ter vapor and nitric acid, that may affect the formation
of polar stratospheric cloud (PSC) and H2O–H2SO4

aerosol particles. The final modeling step is to analyze
future trends of ozone with and without aerosol changes
produced by climate and emission changes.

The strategy of this work has been first to validate
present time model results for key quantities and species
(aerosol extinction, optical depth, mass, surface area
density, H2O and HNO3 stratospheric distributions) us-
ing available satellite data [the Second Stratospheric
Aerosol and Gas Experiment (SAGE II) for aerosol, the
Halogen Occultation Experiment (HALOE) for H2O,
and the Cryogenic Limb Array Etalon Spectrometer
(CLAES) for HNO3] and then to predict future changes
of stratospheric sulfate and PSCs. Table 1 summarizes
all steady-state numerical experiments conducted for

this study. Comparison of ‘‘NA,’’ ‘‘OCS,’’ and ‘‘TRP’’
experiment results with 2000-baseline allows us to bet-
ter understand the relative role of different contributions
to SSA. Comparison of 2030-CH with 2000-baseline
(see Table 1) shows the effects of chemistry changes,
while ‘‘B1’’ and ‘‘A2’’ cases explore the SSA sensitivity
to sulfur emission changes. Finally, experiments ‘‘TC’’
and ‘‘TS’’ provide results of future climate changes on
stratospheric aerosols (PSC in particular).

The paper is organized in six sections: after this in-
troduction (section 1), a description of the modeling
tools follows (section 2), including a microphysical
module for aerosol formation and growth; then a model
validation and discussion of future changes of SSA (sec-
tion 3) and PSC (section 4) is presented, with a summary
of ozone results (section 5); the main conclusions are
summarized in the last section (section 6).

2. Model description

The model used here is a low-resolution three-di-
mensional (3D) climate–chemistry coupled model, that
will be identified hereafter as ULAQ model (‘‘Univer-
sity of L’Aquila’’). The chemical-transport module uses
a 108 3 208 grid in latitude–longitude and 26 log pres-
sure levels, from the ground to about 0.04 hPa, with an
approximate spacing of 2.84 km. Dynamical fields
(streamfunction, velocity potential, and temperature) are
taken from the output of a spectral general circulation
climate model (GCM; Pitari 1993). The vertical velocity
is calculated from the horizontal divergence. A flux-
form Eulerian fully explicit advection scheme is used,
with 1 h time step, used for both dynamics and chem-
istry. Relative humidity, cloud distribution, and net pre-
cipitation rates are taken from climatological data, that
is, Oort (1983), Rossow et al. (1987), and Shea (1986).
The coupling between CTM and GCM is made via the
dynamical fields (GCM ⇒ CTM) and via the radiatively
active species [H2O, CH4, N2O, chlorofluorocarbons
(CFCs), O3, NO2, aerosols: CTM ⇒ GCM].

A small horizontal diffusion is used for numerical
stability purposes, being about 106 m2 s21 in the tro-
posphere and 2 3 105 m2 s21 in the stratosphere at mid-
high latitudes. Corresponding values in the Tropics
(208S–208N) are 1 order of magnitude smaller. A vertical
diffusion coefficient Kzz is used to simulate those trans-
port processes not explicitly included in the model. Co-
efficient Kzz is assigned with large values in the bound-
ary layer (10 m2 s21) decreasing to 0.1 m2 s21 in the
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FIG. 1. Annually and zonally averaged mixing ratios of SO2 [top panel, (a)] and [bottom panel, (b)]. Units5SO4

are log10 (ppbv) in (a) and ppbv in (b). Contour line spacing is 0.03 ppbv in (b), while five isolines per decade are
shown in (a).

TABLE 3. Annual mean optical depth (l 5 1.02 mm).

Optical depth (31024)

Latitude
band

SAGE II

10–15 km 15–20 km 20–25 km 25–30 km

CTM

10–15 km 15–20 km 20–25 km 25–30 km

808–608N
608–408N
408–208N
208N–equator
Equator–208S
208–408S
408–608S
608–808S

18.2
16.0
10.1
8.7
8.4

10.6
17.0
18.9

9.5
10.0
9.3
9.5

10.5
12.2
13.2
9.5

1.2
3.0
4.9
8.6
9.6
6.0
3.6
1.0

0.18
0.46
1.00
2.40
2.70
1.20
0.60
0.20

16.5
18.8
20.7
16.0
8.1
8.8

14.7
16.2

8.6
10.0
11.3
11.8
8.6
9.5
8.9
8.0

2.2
3.9
5.2
6.8
6.6
5.2
3.9
2.3

0.55
0.75
1.0
1.93
2.64
1.23
0.85
0.76

lower stratosphere at mid-high latitudes and to 0.02 m2

s21 in the Tropics. The effect of gravity wave breaking
is simulated by increasing Kzz in the upper stratosphere
and mesosphere and using a Rayleigh friction coefficient
in the circulation model. The scheme adopted for tro-
pospheric deep convection takes inspiration from that
described in Muller and Brasseur (1995): the rate at
which a chemical compound is transported at a given
altitude in the free troposphere is calculated as a function
of a convective uplift rate and the species mixing ratio
in the boundary layer. Here the convective rate is not

explicitly calculated in terms of cumulonimbus cover
fraction and cloud top altitude, but is assumed to be
linearly related to the NOx lightning production calcu-
lated in the ECHAM4 general circulation model (Grewe
et al. 2001).

The GCM is widely described in the literature. For
details on the major dynamical features (temperature,
wind fields, planetary waves, sudden warmings, radia-
tion, surface temperature balance) and on the ozone pre-
diction capabilities (transport, midlatitude heteroge-
neous chemistry, polar chemistry, ozone hole, trends)
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FIG. 2. Top panels [(a), (b)] show annually averaged SO2 vertical profiles (ppbv) at the equator [left,
(a)] and at 458N [right, (b)]: solid (dashed) lines are for calculations with (without) deep convection
parameterization, respectively; independent (sparse) measurement ranges are shown in (b) for midlatitude
SO2 [see Langner and Rodhe (1991)]. Bottom panels [(c), (d)] show Rn-222 vertical profiles in pCi–SCM
for Apr conditions in a tropical continental site (38S, 608W) [left, (c)], and for average summertime conditions
at continental midlatitudes (358–558N). Solid (dashed) lines are model calculations with (without) convec-
tion, respectively; triangles and plus signs in (c) show the results of an independent model calculation
(Feichter and Crutzen 1990), while asterisks in (d) are climatological data from Liu et al. (1984).

we refer to published papers: Pitari et al. (1992); Pitari
(1993). The three-dimensional CTM has been used and
validated in Parie et al. (1999); Pitari et al. (2001), Breg-
man et al. (2001).

All chemical species are diurnally averaged; diurnal
variations of N2O5 are parameterized following Bras-
seur and Solomon (1984), including also removal from
heterogeneous reactions on both sulfate aerosols and
PSCs. Some species are assumed to be present only
during daytime [O, O(1D), H, OH, HO2, NO, Cl, ClO,
Br, BrO]. The 24-h averaged photodissociation rates are
calculated daily (i.e., every 24 model hours) and include
the effects of Rayleigh and Mie scattering. All medium-
and short-lived chemical species are grouped in fami-
lies: Ox [O3 1 O 1 O(1D)], NOy (NOx 1 HNO3), NOx

(NO 1 NO2 1 NO3 1 2N2O5 1 HNO4 1 PAN 1
ClONO2 1 BrONO2), HOx (H2O2 1 HO2 1 OH 1 H),
CHOx (CH3O2 1 CH3OOH 1 CH2O), Cly (Cl 1 ClO
1 2ClOOCl 1 HOCl 1 ClONO2 1 HCl), Bry (Br 1
BrO 1 HOBr 1 BrONO2 1 HBr), SOx (SO2 1 H2SO4),
aerosols. Long-lived and surface-flux species included

in the model are N2O, CH4, H2O, CO, C2H6, C2H4,
C3H6, C5H8, C10H16, other hydrocarbons, CFCs, hy-
drochlorofluorocarbons, halons, OCS, CS2, DMS, H2S,
and SO2 for a total of 40 transported species (plus 57
aerosol size categories) and 26 species at photochemical
equilibrium. Photochemical terms are calculated with
the same time frequency of advective tendencies. All
photochemical data are taken from JPL (1997), includ-
ing the most important heterogeneous reactions on sul-
fate and PSC aerosols.

The ULAQ model includes the major components of
tropospheric aerosols (sulfate, carbonaceous, dust, sea
salt). The size distribution of sulfate (both tropospheric
and stratospheric) and PSC aerosols, made in our model
of nitric acid trihydrate (NAT) and water ice, are cal-
culated using a fully interactive and mass conserving
microphysical code for aerosol formation and growth.
Denitrification and dehydration due to PSC sedimen-
tation are calculated explicitly from the NAT and ice
aerosol predicted size distribution. The aerosol micro-
physical code has been described in Pitari et al. (1993)
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FIG. 3. CTM calculations (solid lines) and SAGE II measurements (asterisks) of aerosol extinction
at l 5 1.02 mm in the Northern Hemisphere. Units: 1024 km21. Top and bottom panels (a–d), (e–
h) are for Jan and Apr, respectively. Each block of four panels shows the aerosol extinction at 658N
[top left, (a), (e)], 458N [top right, (b), (f )], 258N [bottom left, (c), (g)], 58N [bottom right, (d), (h)].
SAGE II measurements are averaged over volcanically quiet years.

in a two-dimensional (2D) framework; the same code
(including also bimolecular homogeneous nucleation for
H2O–H2SO4) has then been adapted for the three-di-
mensional CTM. The main difference with respect to
the 2D framework is that here all microphysical cal-
culations are made explicitly on the whole 3D grid, so
that no more use is done of condensation and nucleation
probabilities related to the temperature distribution
along a latitude circle. A full coupling with chemistry

insures total sulfur, water, and NOy mass conservation,
except of course for the net loss determined by sedi-
mentation and wet–dry depositions.

Bimolecular homogeneous nucleation [not included
in Pitari et al. (1993)] represents one of the most im-
portant sources of new sulfate aerosols in the upper
tropical troposphere and possibly also in the polar vor-
tices, where low temperatures may dramatically increase
the sulfuric acid saturation ratio. Homogeneous nucle-
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FIG. 4. CTM calculations (solid lines) and SAGE II measurements (asterisks) of aerosol extinction at l
5 1.02 mm at 458S latitude. Units: 1024 km21. Top left panel (a) is for Jan, top right (b) for Apr, bottom
left (c) for Jul, bottom right (d) for Oct. SAGE II measurements are averaged over volcanically quiet
years.

ation is also very important when the stratospheric abun-
dance of sulfur is greatly perturbed by SO2 injection
from large explosive eruptions (Pinto et al. 1989). In
occasion of great volcanic events, the H2SO4 vapor pres-
sure is so high that a large fraction of new stratospheric
aerosol particles are formed by means of homogeneous
nucleation. It should be mentioned that other sources of
new aerosol particles are now proposed to be even more
important than homogeneous nucleation, in particular
the ion–ion recombination mechanism (Turco et al.
1998). At the present stage, however, our model does
not include this kind of process.

The parameterization of homogeneous nucleation
from a binary system (H2SO4 and H2O) is based on the
works of Hamill et al. (1977) and Steele and Hamill
(1981). The homogeneous nucleation rate can be cal-
culated according to

DG*
2J(T ) 5 4pr* b N exp 2 , (1)A B 1 2kT

where bA represents the molecular flux of gas A (H2SO4)
to the droplet, NB is the molecular density of gas B
(H2O), k is the Boltzmann constant, T is the temperature,
r* is the critical radius of nucleating molecular clusters,
and DG* is the corresponding free energy barrier. Pa-

rameter DG* is in turn a function of A and B saturation
ratios; for more details we refer to Ricciardulli et al.
(1996) and Weisenstein et al. (1997).

Aerosol particles are divided in size bins, and each
one of this size categories are separately transported: in
the model there are 15 bins for sulfate (from about 0.4
nm up to 10 mm by doubling the radius), 9 bins for
NAT (0.08 to 20 mm), 9 bins for ice (0.16 to 40 mm),
6 bins for black carbon (5 nm to 0.16 mm), 6 bins for
organic carbon (0.01 to 0.32 mm), and finally 6 bins for
both dust and sea salt particles (0.32 to about 10 mm).
Sulfate aerosols are allowed in the model to interact
with carbonaceous particles, through coagulation and
heterogeneous nucleation and may become condensa-
tion nuclei for NAT particles. Surface fluxes of SO2,
DMS, black carbon, organic carbon, and mechanically
generated particles are those provided for the IPCC-
TAR assessment (Houghton et al. 2001). Future an-
thropogenic SO2 fluxes are those recommended by Nak-
iconovic et al. (2000) for upper and lower limit scenarios
(A2, B1, respectively).

Washout of soluble gases and aerosol particles is pa-
rameterized as a first-order loss rate, calculated as a
function of the precipitation rate:

28R(f, l, z, t) 5 6 3 10 wP(f, l, t)y(f, l, z, t), (2)
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FIG. 5. Annually and zonally averaged fields of surface area density (in units of 1028 cm21, contour line
spacing 0.2). Top and bottom panels are for SAGE II–derived value and CTM calculations, respectively.
SAGE II data are averaged over volcanically quiet years. CTM values are obtained as described in the text.

where R is the in-cloud washout rate; P is the precip-
itation rate (mm month21) taken from monthly averaged
climatological data of Shea (1986); y is the vertical
distribution of washout; f, l, z, and t are latitude, lon-
gitude, log pressure vertical coordinate, and time of the
year, respectively; and w is a dimensionless factor re-
lated to species solubility (Muller and Brasseur 1995;
for and SO2 we use 1.5 and 0.5, respectively). The5SO4

washout vertical distribution is calculated using the cli-
matological distribution of cumuloninbus and nimbo-
stratus clouds:

f (z)c 1 f (z)c1 1 2 2y(z) 5 , (3)
c 1 c1 2

where c1 and c2 are the fractional cover of cumulonim-
bus and nimbostratus at a given location, and f 1 and f 2

are factors decreasing from one (in the cloud center) to
zero (at cloud top and base; Muller and Brasseur 1995).
A comparison of calculated annual mean sulfate wet
deposition fluxes with available observations (see Fei-
chter et al. 1996) is presented in Table 2; this model
validation is particularly significant, wet deposition be-
ing the primary loss mechanism for tropospheric sulfate.
At least on the annual basis, the calculated regional
distribution of sulfate wet removal is consistent with

climatological observations, except for some underes-
timation over Europe.

An additional sink is included for aerosol particles in
the upper troposphere, at altitudes where ice clouds may
form. It is beyond the purposes of the present study to
include in the model a realistic description of the ice
nucleation mechanism, so that we chose to parameterize
it in a simplistic way, using a prescribed aerosol removal
rate of 1026 s21 decreasing to zero toward the tropo-
pause. This may be regarded as the major uncertainty
in our simulation of troposphere–stratosphere exchange
of sulfate particles, along with the validity of the scav-
enging parameterization in the upper troposphere.

3. Stratospheric sulfate aerosol

Stratospheric sulfate aerosols are usually supercooled
liquid solutions of H2O and H2SO4, with sulfuric acid
mass in the particles ranging between about 40% and
90% depending on temperature and specific humidity.
The observed size distributions of these particles results
from the action of several microphysical processes (Tur-
co et al. 1979), such as gas condensation, homogeneous
and heterogeneous nucleation, evaporation, coagulation,
gravitational sedimentation along with large-scale trans-
port. Particles can be removed by wet deposition once
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FIG. 6. CTM calculations (solid lines) and SAGE II-derived values (asterisks) of sulfate aerosol surface
area density at 458N [top panels, (a), (b)] and 458S [bottom panels, (c), (d)]. Left panels (a), (c) are for
Jan, right panels (b), (d) for Apr. Units: 1028 cm21. SAGE II-derived values are averaged over volcanically
quiet years. CTM values are obtained as described in the text.

they penetrate downward through the mid-high latitude
tropopause. This downward tropopause flux is mainly
produced by vertical advection, which is faster than
gravitational sedimentation, at least for submicron par-
ticles. Sedimentation, however, is important for deter-
mining the aerosol vertical profile and size distribution
in the midstratosphere.

Background sulfate aerosols are those photochemi-
cally produced in steady-state conditions of stratospher-
ic sulfur abundance. Model calculations (see following)
show that in these normal ‘‘background’’ conditions,
about 43% of stratospheric sulfate is originated by OCS
photolysis. Another 27% comes from SO2 feeding the
stratosphere from the tropical tropopause, where it is
convectively uplifted from the boundary layer. The re-
maining 30% is upward-transported tropospheric sul-
fate. These numbers are obtained after integrating over
the whole stratosphere, with lower boundary at the ther-
mal tropopause. Moving the boundary by 3 km above
it, the OCS production fraction raises to about 50%,
pointing out to a sharp SO2 gradient immediately above
the tropopause.

These background sulfate particles are often per-
turbed by new aerosol formations starting from SO2 or
H2S injected in situ by explosive volcanic eruptions. In
case of large eruptions the aerosol optical thickness may

increase by orders of magnitude. Sporadic sulfur injec-
tion into the stratosphere produced by large explosive
volcanic eruptions has the potential to produce climatic
changes in a time frame of a few years (Hansen et al.
1992) and also catastrophic ozone losses (Prather 1992;
Randel et al. 1995). The stratospheric e-folding lifetime
of these volcanic particles is of the order of 1 yr (Wei-
senstein et al. 1997; Grant et al. 1996), so that for events
of magnitude comparable to El Chichón or Pinatubo at
least 3–4 yr are necessary to recover the unperturbed
background loading of SSA.

Stratospheric aerosols have been sampled using bal-
loons and high-altitude aircraft and from ground-based
lidar measurements. The most extensive coverage of
stratospheric aerosols has been made by the SAGE II
satellite instrument: the use of these data has provided
information on the global scale distribution of several
aerosol properties, as extinction, optical thickness, mass
and surface area density, acidity, and size distribution
(McCormick et al. 1979; Yue et al. 1994). SAGE II data
are now available on the World Wide Web (http://www.
sage2.larc.nasa.gov) in two versions: stratospheric data
(Kent et al. 1993; Thomason et al. 1997) from 5.5- to
40.5-km, and revised tropospheric data (Kent et al.
1998), from 6.5- up to 25.5-km altitude. These obser-
vations have been averaged over volcanically quiet
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FIG. 7. Zonally averaged total sulfur fluxes (natural 1 anthropogenic) for 2000 (solid line), 2030 upper
limit scenario A2 (dashed line), 2030 lower limit scenario B1 (dotted line) (Nakicenovic et al. 2000).
Units: kg-S km22 yr21.

years (December 1988–November 1989; June 1996–
May 1998) and are used here to validate the previously
described CTM including SOx chemistry, stratospheric
and tropospheric aerosol components, and the micro-
physics code for sulfate and PSC particles.

The calculated annually averaged zonal distribution
of SO2 (Fig. 1a) shows large mixing ratios at the tropical
tropopause [about 35 pptv (parts per trillion by volume)]
that are produced by convective uplift from the surface;
the sharp gradient in the lower stratosphere is due to
SO2 oxidation by OH. Upper tropospheric values are in
the range of (sparse) measurements (10–300 pptv) and
are close to independent 3D calculations (Langner and
Rodhe 1991) (Fig. 2b). Vertical profiles shown in Figs.
2a,b clearly show that deep convection uplift is the pri-
mary mixing mechanism for tropospheric SO2 (Langner
and Rodhe 1991; Rodhe 1985) and is particularly ef-
ficient in the tropics and over midlatitude continental
sites during summertime. Future trends of anthropo-
genic sulfur released in the Tropics will then affect the
amount of upper tropospheric SO2 available for upward
transport in the stratospheric tropical pipe. The equa-
torial maximum at 30 km (about 40 pptv) is produced
by OCS photolysis, while the sharp increase above 35
km is due to particle evaporation and H2SO4 photolysis.
Similarly, the calculated mixing ratio peak below5SO4

30 km (Fig. 1b) is related to OCS photolysis producing
midstratospheric SO2. The negative gradient immedi-
ately upwards is due to particle sedimentation, while
the secondary maximum at 40 km is caused by refor-
mation of gas-phase H2SO4 from particle evaporation.
The negative gradient above this height is due to sulfuric
acid photolysis. The sulfate minimum in the upper tro-
posphere results from efficient washout removal below
about 400 hPa and from the parameterized sulfate par-
ticle sink due to upper tropospheric ice nucleation.

A validation of the deep convection parameterization
adopted in the model has been made with available ob-
servations and independent calculations of the vertical
distribution of Rn-222, which is an ideal tracer to test
this type of vertical transport, due to its rather short and
well established radioactive lifetime. Results are shown
in Figs. 2c,d and are close to those obtained in the
Tropics in the 3D simulation by Feichter and Crutzen
(1990) who used a more detailed and ‘‘physically
based’’ convection scheme. As expected, inclusion of
deep convection has the effect to decrease the tracer
concentration in the boundary layer and to increase it
by an order of magnitude (and ever more) above 500
hPa in the Northern Hemisphere summer midlatitudes
and above 300 hPa in the Tropics. These results suggest
that in these regions deep convection is the dominant
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FIG. 8. Total sulfur flux (natural 1 anthropogenic) for 2000 [top panel, (a)] and 2030 [bottom panel, (b)]
(Nakicenovic et al. 2000). Data for 2030 refer to the upper limit A2 scenario. Units: kg-S km 22 yr21.

redistribution process. A comparison with midlatitude
observations is made in Fig. 2d: data are taken from the
Liu et al. (1984) climatology at 23 continental midlat-
itude sites. Only the average profile for summer is sta-
tistically significant, due to its high variability in the
midtroposphere (depending essentially on convective
events) and the small number of profiles for the other
seasons (Jacob and Prather 1990).

Extinction profiles calculated in the model are com-
pared to SAGE II data (at l 5 1.02 mm) in Figs. 3 and
4. Mass-to-extinction conversion is calculated assuming
stratospheric sulfate aerosols as H2O–H2SO4 solutions
with 70% sulfuric acid weight fraction and running a
Mie scattering program to get the Qext parameter as a
function of particle radius. The model-predicted size
distribution is then used at each grid point to get the
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FIG. 9. Annually and zonally averaged changes of surface area density [top panel, (a)] and mass density
[bottom panel, (b)] of sulfate aerosols. Changes are calculated for case 2030-A2 with respect to the 2000
baseline simulation. Units: mm2 cm23 in (a) and ng m23 in (b). Three isolines per decade are shown in both
panels.

extinction at the given wavelength (1.02 mm in this
case). The comparison shows that the model does an
excellent job in the stratosphere and is also capable of
reproducing the fast extinction increase at midlatitudes
from January to April in the midtroposphere. Some
model overestimation, however, is present in the North-
ern Hemisphere subtropics below the tropopause, point-
ing out to a probably unrealistic abundance of soil dust
submicron particles coming from the Sahara region. In
addition, the model does not show enough high-latitude
subsidence above 25 km (see also Table 3) and under-
estimates the January maxima at 20 km by nearly a
factor of 2.

The good model performance shown in Figs. 3 and
4 is corroborated also by surface area density (SAD)
climatological values for sulfate particles (Thomason et
al. 1997). CTM values are obtained from the calculated
sulfate aerosol size distribution for particles larger than
0.05 mm in order to include only the contribution of
optically active particles to the geometric surface area
density and make a more meaningful comparison to
SAGE II–derived values. Results are shown in Figs. 5
and 6. The model is able to reproduce the calculated

SAD maximum poleward of 408 latitude in the 10–13-
km layer. This maximum is close to 2 3 1028 cm21 and
may be largely explained as a result of the large-scale
transport accumulation in the mid-high latitude lower
stratosphere. Differences in the polar stratosphere may
be explained in terms of polar subsidence and may also
reflect the fact that SAD is not a pure dynamical tracer,
but its distribution is affected by the presence of local
net aerosol production (coagulation of ultrafine particles
produced by homogeneous nucleation in the polar vor-
tices, nitric acid nucleation, etc.). When the model in-
cludes the aircraft contribution to the sulfur budget, a
difference of about 1.0 mm2 cm23 is present poleward
of 508N at 11 km of altitude. About 30% of this ad-
ditional contribution to SAD comes from particles larger
then 50 nm, which result from large-scale gas-phase
condensation of aircraft-generated sulfuric acid and
from coagulation of ultrafine particles directly formed
in aircraft plumes.

The model-calculated mass, integrated above the tro-
popause, is found to be 0.151 Tg-S, remarkably close
to the 0.156 Tg-S obtained from the 1979 observed
stratospheric optical depth (t 5 12.5 3 1024) from Kent
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FIG. 10. Monthly and zonally averaged temperature changes (2030–2000) for Mar, from
the ULAQ model [top panel, (a)] and from the GISS model (Shindell et al. 1999) [bottom
panel, (b)]. Units: K; contour line spacing is 0.5 K.

and McCormick (1984). Conversion to sulfate mass of
the SAGE II t value is made assuming 1.1 3 103 m2

kg21 as mass-extinction factor (Ke), an average 65%
sulfuric acid weight fraction for stratospheric aerosols
and a 20% correction factor for including also the 2-
km layer immediately above the tropopause. SAGE II
data, in addition, do not show any significant trend in
the lower stratosphere region in the last 15 yr (excluding
volcanic contributions). This result is not surprising if
we take into account that global anthropogenic sulfur
production has declined over Europe and North Amer-
ica, and has increased over northern China, with rela-
tively small changes in the critical tropical region. Air
traffic, on the other hand, can only be significant for
surface area density, while in terms of stratospheric sul-
fate mass (and optical depth) the contribution of the
whole subsonic aircraft fleet is only of the order of a
few percent (see following).

A comparison in terms of optical depth is shown in

Table 3 for the altitude layers 10–15 (tropopause), 15–20,
20–25, and 25–30 km. At the tropopause layer, the optical
depth has a minimum in the Tropics and then increases
towards the polar regions. The models overestimates t in
the Northern Hemisphere subtropics due to some large
contribution from tropospheric submicron soil particles.
Above the tropopause the latitudinal gradient of t is much
flatter, and the 1.02-mm optical depth stays always close
to 1023, as observed. These results suggest that the strato-
spheric and upper tropospheric size distribution of particles
is captured correctly, and this is a consequence of realistic
fluxes and removal mechanisms for both SO2 and ,5SO4

along with a correct simulation of convective uplift in the
tropical troposphere and large-scale transport in the lower
stratosphere.

The model has also been validated in terms of tro-
pospheric sulfur chemistry, which we will see is im-
portant for understanding future changes of SSA. In
Table 4, model budgets are compared with average re-
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FIG. 11. Jan averages of the Northern Hemisphere temperature fields (K) at 20 km, for
2000 [top panel, (a)] and 2030-TC [bottom panel, (b)].

sults from the Comparison of the Performance of Large-
Scale Models in Simulating Atmospheric Sulfate Aero-
sols (COSAM) exercise (Barrie et al. 2001, manuscript
submitted to Tellus), where 11 tropospheric sulfate mod-
els were compared. There is a good agreement in terms
of mass, removal, sources, lifetime, and efficiency (or
potential). The latter is the rate at which released sulfur

ends up in sulfate (the exact definition is sulfate burden
divided by sulfur source). The best estimate for this
potential is 2.6 days. Our model, however, predicts a
longer lifetime for SO2 (2.1 versus 1.6 days) because a
slower dry deposition rate on land has been used (0.1
cm s21), following recent suggestions in the literature
(Ganzeveld et al. 1998; Lohmann et al. 1999).
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FIG. 12. Calculated Northern Hemisphere anomalies (2030–2000) of the amplitude of geo-
potential wavenumber 1 (left) and 2 (right) averaged over Dec, Jan, and Feb winter months
(in geopotential meters, gpm). Solid (dashed) lines are positive (negative) values. Contour
line spacing is 10 gpm.

A number of sensitivity studies are made to inves-
tigate possible changes of SSA in future years with
changing chemistry and sulfur emission scenario (see
Table 1). The sensitivity to present-time sulfur precursor
abundance is also studied. Table 5 summarizes the
stratospheric response in these cases: the anthro-5SO4

pogenic flux is 69 Tg-S yr21 for 2000, 53.5 Tg-S yr21

for 2030-B1, and 112 Tg-S yr21 for 2030-A2, and is
zero in the case where only OCS is considered as sulfur
precursor. The natural flux is 41 Tg-S yr21 (26 from
DMS, 9.6 from nonexplosive volcanoes, 5.4 from soils
and biomass burning) plus a constant mixing ratio of
500 pptv for surface OCS. The SAGE II–derived mass,
integrated above the tropopause, is 0.156 Tg-S with an
optical depth of 15 3 1024 at 1.02 mm and a total H2O–
H2SO4 mass of 0.72 Tg [we have used the 1979 vol-
canically quiet estimates reported in Kent and McCor-
mick (1984), including a 20% correction factor neces-
sary to take into account the 2-km layer immediately
above the tropopause, as suggested by the authors them-
selves]. Our model predicts 0.151 Tg-S for 2000 in-
cluding subsonic aircraft emission of sulfur dioxide;
0.147 Tg-S without aircraft (23%); 0.065 Tg-S with
only OCS as sulfur precursor (257%); 0.046 Tg-S, not
considering any photochemical source of sulfate above
the tropopause (270%), and 0.204 Tg-S for 2030-A2
(135%). These relative changes may be somehow dif-
ferent when calculated from H2O–H2SO4 mass or op-
tical depth, in particular for 2000-OCS and 2000-TRP

cases, reflecting the fact that the average stratospheric
weight fraction of sulfuric acid may be larger (as in
OCS) or smaller (as in TRP) than in the baseline case.

These model calculations, taking into account both
stratospheric and tropospheric sulfate chemistry, show
that stratospheric sulfate originating from OCS photol-
ysis accounts for about 43% of the total. About 27%
comes from SO2 feeding the stratosphere via the tropical
tropopause, where it is convectively transported from
the surface. The remaining 30% is upward transported
tropospheric sulfate. If we remind that anthropogenic
sulfur accounts for about 70% of the total and that a
62% increase of anthropogenic SO2 emissions are pro-
jected in the 2030-A2 scenario, we may largely explain
the 35% SSA increase predicted for this future scenario.

The slight SSA mass increase in case of 2030-B1,
with respect to 2030-CH (11%), means that the regional
distribution of sulfur emissions is also important, along
with the integrated value (the latter here decreases by
15.5 Tg-S yr21). The slight increase in case 2030-CH,
with respect to the 2000-baseline case (16%), is due
to more stratospheric OH, because of increasing CH4

and O3 recovery, and to the increasing subsonic air-
traffic. The largest SSA perturbation with respect to
2000-baseline (135%) is found in case 2030-A2: here
regional emission changes are coupled to the projected
upper limit increase of the total anthropogenic sulfur
flux. In this case the calculated tropopause shortwave
radiative forcing reaches 20.186 W m22, with a 48%
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FIG. 13. Monthly and zonally averaged temperatures (K), for Jan [top panels, (a), (b)] and Jul [bottom panels, (c),
(d)]. Panels (a), (c) show the ULAQ GCM predictions (2000); panels (b), (d) show data from the National Meteorological
Center climatology (1979–95; update of Randel 1992). The contour line step is 0.5 K.

increase with respect to 2000-baseline. Table 6 sum-
marizes the SSA budgets and compares them to the total
(stratosphere 1 troposphere) budgets. Stratospheric sul-
fate accounts for about 16% of the total; SSA mass is
about 10% the total sulfate aerosol mass, because large
hygroscopic growth is possible in the troposphere when
relative humidity is larger than 40%. Optical depth in

the stratosphere is about 7.5% of the total t due to sulfate
aerosols, but the resulting short wave radiative forcing
is about 23% of the total.

Figure 7 shows zonally averaged total sulfur emission
for scenarios 2000, 2030-B1, 2030-A2. Pollution reg-
ulation in midlatitude western industrialized countries
are decreasing the amount of released SO2, while the
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opposite is taking place in developing countries, mostly
located at tropical latitudes (India, China, Middle East,
Africa, and Central and South America). Even in case
B1 (decreasing total emission) the amount of sulfur
emitted in tropical latitudes is higher than in 2000. Fig-
ure 8 is a 2D view of these emissions for 2000 and for
the 2030 upper limit case (A2), showing more clearly
the above-described regional trends. Our study indicates
that these increasing tropical emissions of anthropo-
genic sulfur may be responsible for significant changes
of SSA mass and surface area density, through efficient
convective uplift of surface SO2 up to the tropical tro-
popause, where the middle atmosphere is fed from
through the stratospheric tropical pipe. Predicted SAD
changes are shown in Fig. 9 along with mass density
changes: increases up to 0.5 mm2 cm23 for SAD and 50
ng m23 are found in the Northern Hemisphere between
100 and 200 hPa. This increase of SAD may be im-
portant for the lower stratospheric ozone photochem-
istry, via heterogeneous chemical reactions involving
NOx and chlorine and bromine oxides.

4. Polar stratospheric clouds

Common to most modeling studies (Pitari et al. 1993,
as an example) is the assumption of the existence of
two types of solid-phase PSC particles, forming at cer-
tain threshold temperatures (e.g., NAT condensation
temperature and the ice frost point). Subsequent re-
search has revealed the existence of at least three PSC
particle types, showing complicated transition processes
between liquid- and solid-type particles, which depend
on the temperature histories of individual particles (Lar-
sen 2000). The most important physicochemical pro-
cesses involved in the current understanding of PSC
formation and growth are the evolution of liquid PSC
and the mechanisms of liquid-to-solid and solid-to-liq-
uid transitions. The purpose of the present study is not
to study PSC particles evolution in a rigorous micro-
physical approach, but to estimate the magnitude of fu-
ture changes in the frequency of occurrence of these
aerosols. This is done using a rather simple scheme for
the particle formation (i.e., threshold temperatures for
solid phase NAT and water ice particles), but keeping
a correct representation of the environmental key pro-
cesses controlling the budgets of solid phase HNO3 and
H2O in the polar stratosphere, that is, temperature and
local gas-phase abundance. For details on the micro-
physical scheme adopted for NAT and water ice aerosols
we refer to Pitari et al. (1993). The main difference is
that the scheme was adjusted there to a zonally averaged
framework, with the introduction of a statistically de-
rived probability of condensation for NAT and ice, while
here heterogeneous nucleation on sulfate aerosols and
gas condensation–evaporation are treated ‘‘naturally’’ at
each 3D grid point.

Mass, surface area, and optical depth of PSCs are
calculated in the microphysical module of the CTM

from a discretized size distribution (from 0.08 mm up
to about 40 mm by doubling the radius) and taking into
account gas particle interactions, so that future changes
of water vapor driven by temperature trends at the trop-
ical tropopause are taken into account in model predic-
tions, as well as the stratospheric nitric acid increase
produced by positive trends of N2O production. Strato-
spheric cooling due to future GHG increase is, however,
the most important factor affecting the amount of PSCs
in the polar lower stratosphere.

Increasing GHG concentration warms the Earth’s sur-
face, but cools the stratosphere radiatively, thus affect-
ing chemistry through both homogeneous and hetero-
geneous reactions. Heterogeneous chemistry is very
sensitive to temperature, not only because the proba-
bility of reactions involving chlorine compounds is
highly dependent on sulfate aerosol acidity (which in
turn is a function of humidity and temperature), but also
because the frequency of PSC occurrence in the polar
regions may greatly increase in a colder stratosphere.
In addition, the amount of PSC aerosols in the polar
vortices may change as a consequence of water vapor
and nitric acid changes in the stratosphere (Penner et
al. 1999), due to trends of CH4 and N2O and warming–
cooling of the tropical tropopause.

Experiment ‘‘TC’’ of Tables 1 and 5 is the one in-
cluding temperature and dynamical fields appropriate
for the year 2030, as calculated in the ULAQ climate
model. Figure 10 compares the ULAQ mean zonal tem-
perature change for March with the corresponding field
calculated in the Global Climate/Middle Atmosphere
Model (GCMAM) of the Goddard Institute for Space
Study (GISS). The basic features of these temperature
anomalies are (a) tropospheric warming with maxima
in the Tropics (;4.5 K) at about 350 hPa in ULAQ and
250 hPa in the GISS model; (b) a warmer tropical tro-
popause; (c) stratospheric cooling with peak values in
the Arctic vortex [see also WMO (1999) for a discussion
of this point]. Both features (b) and (c) are more pro-
nounced in the GISS model, where the tropospheric
warming penetrates into the tropical lower stratosphere
up to about 50 hPa.

The tropical upper tropospheric warming maximum
is mainly produced by convective heating, and we
should remind here that this feature is not present (or
is smaller) in some other GCM simulations: it is then
important to keep in mind that some findings of the
present work could be partly model-dependent. We also
note that differences of the ULAQ DT with respect to
Pitari et al. (1992) are not surprising, due to the fact
the previous ULAQ simulation did not include an ex-
plicit parameterization of tropospheric heating processes
(including convection), but used a Newtonian cooling
approximation.

The World Meteorological Organization (WMO
1999) has compared model temperature responses in
future climate conditions, showing that all the models
available for this analysis (four in total) give a temper-
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FIG. 14. Apr 1992 zonal average of H2O mixing ratios (ppmv). Top panel (a) is for CTM results using a circulation
appropriate for 1992 (Pitari 1993); bottom panel (b) is for HALOE measurements averaged over Apr 1992 (Park et
al. 1999). Contour line step is 0.2 ppmv.

ature response that is qualitatively similar to the GISS
GCMAM. We may conclude that although not all cli-
mate models give similar results, the tropical upper tro-
pospheric warming maximum in the GISS (or ULAQ)
model is not the unique behavior of a single GCM, but
seem relatively robust across several models. A recent
paper by Shindell et al. (2001) presents some obser-
vational evidences in support of the changes seen in the
GCMAM. It is shown that the thermal and dynamical
changes in the model capture the behavior of the real
atmosphere in the Northern Hemisphere winter reason-
ably well.

Mean zonal temperature alone cannot fully explain,
however, local changes in the probability of PSC for-
mation. Figure 11 is a latitude–longitude view of the
calculated temperature at 20 km in the Northern Hemi-
sphere winter: while in the present time simulation the
minimum Arctic temperature is between Iceland and
Greenland (;194 K), in future climate conditions
(2030) the minimum moves westward and is located
between Greenland and northern Canada (;189 K). The
tropospheric warming shown in Fig. 10 has the effect
to increase the atmospheric stability, so that the prop-
agation of planetary waves in the wintertime strato-

sphere is altered and the frequency of sudden strato-
spheric warmings in the Northern Hemisphere is re-
duced. On this aspect the ULAQ climate-chemistry
model behaves similarly to the GISS model, with the
net result to have a more stable Arctic vortex in future
climate conditions. Figure 12 shows the wintertime
Northern Hemisphere anomalies of the amplitude of
geopotential wavenumbers 1 and 2 as predicted in the
ULAQ model for 2030–2000: the generalized wave am-
plitude decrease in the stratosphere is a consequence of
the enhanced atmospheric stability.

The number concentration and size distribution of
PSC aerosols are a function of water vapor and nitric
acid saturation ratios, so that not only the temperature
threshold for NAT and water ice formation is important,
but also the local amount of H2O and HNO3. The ULAQ
model calculates the stratospheric distributions of these
gases taking into account the most important physical
and chemical mechanisms: saturation water vapor at the
tropical tropopause (feeding the whole stratosphere
through the tropical pipe); stratospheric H2O production
from methane oxidation; HNO3 formation from NO2 1
OH and heterogeneous reactions on sulfate and PSC
aerosols; water vapor and nitric acid loss through per-
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FIG. 15. Mar 1993 zonal average of HNO3 mixing ratios (ppbv). The panel (a) is for CTM results using a circulation
appropriate for 1993 (Pitari 1993); bottom panel (b) is for CLAES measurements averaged over Mar 1993 (Park et
al. 1999). Contour line step is 0.5 ppbv.

manent dehydration and denitrification of the lower
stratosphere produced by PSC gravitational settling; and
gas emissions from subsonic aviation.

It should be made clear, however, that the mechanisms
controlling entry of water into the stratosphere are yet
not well understood. Observations suggest that lower
stratospheric water vapor has been increasing in the last
decade at a rate of about 0.5% yr21 (Oltmans and Hof-
mann 1995), with no significant observed increase of
the tropical tropopause temperature (though the data in
the Tropics are extremely sparse and there are large
discrepancies between datasets). Although part of the
stratospheric H2O enhancement may be attributable to
increasing methane oxidation or very marginally
(,0.02% yr21) to air traffic growth (Danilin et al. 1998),
it is realistic to assume that changes in the troposphere–
stratosphere exchange of water has taken place. A pos-
sibility is that the water vapor increase is due to a change
in the location of cross-tropopause transport, which
could cause an increased flux to the stratosphere by
simply broadening the region of cross-tropopause trans-
port to latitudes slightly further from the equator, but
this is still uncertain and speculative. It is then possible
that there could be substantially more water in the future

stratosphere even if the tropopause temperature has not
changed. In addition we have seen in Fig. 10 (and related
discussion) that models can differ substantially in their
prediction for future changes of the tropopause tem-
perature.

Table 7 summarizes the model calculated changes of
stratospheric water vapor and nitric acid for the different
2030 experiments, with respect to 2000. Experiment TS
is a sensitivity study where we use the 2030–2000 mean
zonal temperature changes from the GISS model instead
of the interactively calculated ULAQ changes. The glob-
ally averaged stratospheric H2O increase is 3% in the
CH simulation, and this is almost completely produced
by growing methane oxidation. The water change in-
creases up to 9% in the TC simulation and to 20% in
the sensitivity case TS (as expected by the larger warm-
ing of the tropical tropopause in the GISS model, with
respect to ULAQ). The net increase of stratospheric ni-
tric acid, on the other hand, is produced by (a) growing
subsonic air traffic in the upper troposphere (DHNO3 5
;0.45 ppbv at 12-km altitude in the northern midlati-
tudes) and (b) increasing N2O in the stratosphere
(DHNO3 5 ;1.0 ppbv at 25 km in the northern mid-
latitudes). The decrease from CH to TC and TS is pro-
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FIG. 16. Time series of calculated PSC frequency of occurrence in Arctic (Nov–Apr) and Antarctic regions (May–
Oct). Top panel (a) is for 2000; bottom panel (b) for 2030-TC simulation. Values are averaged between 648 and
808 latitude, that is the same band covered by SAM II observations (WMO 1992). Contour line step is 0.05.

duced by the additional denitrification due to polar cool-
ing and PSC enhancement (see ahead).

The above numbers give us confidence that the large
uncertainty in model predictions of water vapor changes
will not play a major role in the calculation of future
PSCs: Penner et al. (1999) has, in fact, shown that a
15% increase of stratospheric H2O may enhance the
surface area density of PSCs by about 20% in the Arctic
region. As we will see later in the paper, the lower
stratospheric cooling predicted by the ULAQ climate-
chemistry model in year 2030 implies a factor of 5
increase of both surface area density and optical depth
(averaged between November and March and poleward
of 608N). The water vapor distribution, on the other
hand, may significantly affect the midstratospheric gas-
phase ozone chemistry via OH production. The ULAQ
model has been carefully validated for the stratospheric
prediction of temperature (Fig. 13), H2O (Fig. 14), and
HNO3 (Fig. 15), that is dynamical and chemical fields
directly involved in the formation and growth of PSC
particles. Dynamical predictions of the ULAQ GCM are
close enough to climatological observations, for both
mean zonal temperatures and winds, mean meridional
circulation, and planetary waves [see also Pitari (1993)].
Improvements in the parameterization of tropospheric

heating has allowed a much better representation of the
lower stratosphere, with respect to Pitari et al. (1992).
The Arctic vortex is about 3 K warmer than observed
(Fig. 13a), while the opposite is found for the Antarctic
vortex (Fig. 13c). The GCM, however, does not repro-
duce a springtime Antarctic ozone hole so pronounced
as in the last decade observations, so that September
and October polar temperatures are about 2–5 K warmer
than observed (Kiehl et al. 1988). For this reason we
should expect in the model less PSC formation than in
the real atmosphere during the Antarctic spring.

Tropospheric water vapor in the ULAQ CTM is sim-
ply calculated by scaling saturation values with cli-
matological relative humidity, while transport and full
chemistry are taken into account above the tropopause.
The CTM (Fig. 14) is able to reproduce the observed
low values of water vapor above the tropical tropopause
(#3 ppmv) up to about 508N (following the isentropic
penetration of dry air during the winter months im-
mediately above the tropopause level). The model is
also able to reproduce the secondary minimum at the
equator near 25 km, which, on the other hand, results
from the vertical upward displacement of the previous
year’s tropopause minimum. This is a proof of a rather
good isolation of the tropical pipe, along with a realistic
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FIG. 17. Top panel (a): time series of PSC frequency of occurrence at 20-km altitude for both Arctic (Nov–
Apr) and Antarctic regions (Mar–Oct). Solid line is for present time conditions (2000), dashed line for 2030-
TC simulation, dotted line for 1979–89 SAM II observations (WMO 1992), dash–dotted line for POAM II
observations (WMO 1999). Bottom panel (b): Nov–Mar-averaged PSC frequency at 658N latitude in the 15–
25-km altitude layer, as a function of longitude. Solid and dashed lines are for 2000 and 2030-TC simulations,
respectively; dash–dotted line is for POAM II observations (http://opt.url.navy.mil/POAM/; Fromm et al.
1999).

equatorial upwelling, although the secondary minimum
in the model is about 2 km above the observed position.
Deviations with respect to HALOE observations are
never larger than 610% below 30-km altitude and equa-
torward of 6408 latitude. Taking into account the rather
crude vertical resolution and the intrinsic difficulty of
modeling water vapor immediately above a region of
large horizontal and vertical gradients, the ULAQ model
reproduces stratospheric water vapor in a reasonable
way. The April comparison is particularly interesting in
terms of model validation because, while on one side
the chemical production from methane oxidation is close
to annually averaged conditions, on the other hand it
gives the possibility to see how well the rather dry layer
between 150 and 200 hPa in the Northern Hemisphere
midlatitudes is captured by the model. The latter feature
would not be visible in annually averaged conditions.

The comparison of model HNO3 with CLAES ob-
servations (Fig. 15) is normally in the 61 ppbv range,
except below the region of PSC formation and partic-
ularly in the Southern Hemisphere. Here the model un-
derestimates nitric acid, pointing out to a too-fast de-

nitrification of the lower stratosphere via particle grav-
itational settling: this is consistent with the colder win-
tertime polar temperatures shown in Fig. 13c. In
addition, as noted in Pitari et al. (1993), the rather crude
radial resolution adopted for PSC particles ends up in
a size distribution probably shifted toward coarse par-
ticles, thus enhancing the denitrification and dehydration
sinks. Nice features of the model are the equatorial low
values of HNO3 at 30-km height and the correct ac-
cumulation at the high latitudes with maxima at about
25-km altitude.

Figure 16 shows the model calculated frequency of
PSC occurrence in both polar regions in the baseline
simulation of 2000 (top panel) and in the 2030-TC sim-
ulation (see Table 1). An important feature is the ex-
tension of the time period of PSC formation in both
hemispheres, in particular in months with sunlight pres-
ence at high latitudes after the polar night. Even more
important is the large increase of PSC presence over the
Arctic with respect to year 2000 conditions: this polar
aerosol enhancement is a consequence of a more stable
and colder polar vortex.
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FIG. 18. Time series of 1.02-mm polar stratospheric optical depth in the 648–808 latitude band and
calculated from 2 km above the tropopause. Top panel (a) is for both Arctic (Nov–Apr) and Antarctic
regions (May–Oct); center panel (b) is for the Arctic; bottom panel (c) is for the Antarctic region. Solid
lines are for present time conditions (2000), dashed lines for 2030-TC simulation, dotted lines for 1979
SAM II observations (McCormick and Wang 1987).

TABLE 4. Global sulfur budget.

Model

Sulfur
source

(Tg-S yr21)

Precursor
deposition

(%)

Gaseous
oxidation

(%)

Aqueous
oxidation

(%)

SO2

burden
(Tg-S)

SO2

lifetime
(days)

dry5SO4

deposition
(%)

wet5SO4

deposition
(%)

5SO4

burden
(Tg-S)

5SO4

lifetime
(days)

P
(days)

CTM
COSAM

(average)
COSAM

(std dev)

110

98.6

12

41

45

13

13

12

5

46

43

17

0.55

0.40

0.13

2.1

1.6

0.6

9

16

7

91

84

7

0.81

0.70

0.19

4.7

4.5

1.1

2.6

2.6

0.8

A comparison with observations is presented in Fig.
17 for the frequency and in Fig. 18 for the optical depth.
The optical depth enhancement in 2030 is due to the
increasing loading of both background sulfate (see Table
5) and PSC particles. If we compare the polar optical
depth of PSC aerosols alone, a factor of 5 increase is
predicted in 2030-TC with respect to 2000 in the Arctic
region, averaging between November and March. This
large increase in optical depth is also found in surface
area density, thus affecting the rates of heterogeneous
reactions relevant for the ozone photochemistry.

The agreement with Stratospheric Aerosol Measure-
ment (SAM) II data is rather good, although the model

has a tendency to overestimate the Antarctic PSC fre-
quency during July and to underestimate it during Sep-
tember–October. This is even clearer when looking at
Polar Ozone and Aerosol Measurement (POAM) II data:
as mentioned before, one possible explanation for the
model-underestimated PSC frequency during the Ant-
arctic spring is that the lower stratospheric cooling pro-
duced by the deepening of the ozone hole during the
1990s is only partially reproduced in the model. This
may also explain the difference between SAM II and
POAM II frequency data. The frequency overestimation
during July may be related to a tendency of the ULAQ
model to have a rather zonally symmetric Antarctic po-
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TABLE 5. Stratospheric sulfate aerosol budget and tropopause shortwave radiative forcing.

Natural flux
(Tg-S yr21)

Anthropogenic
flux

(Tg-S yr21)
SO2

(Tg-S)

5SO4

(Tg-S)
Aerosol

(Tg)
t 2 1.02 mm

(31024)
Forcing
(W m22)

SAGE II
2000
2000-NA
2000-OCS
2000-TRP
2030-CH
2030-B1
2030-A2
2030-TC

—
41
41

(xOCS 5 500 ppt)
41
41
41
41
41

—
69
69

0
69
69
53.5

112
112

—
25.7
23.0

5.7
—

33.2
31.5
40.0
37.0

0.156
0.151
0.147
0.065
0.046
0.160
0.162
0.204
0.196

0.720
0.697
0.677
0.262
0.255
0.746
0.752
0.968
0.946

15.0
14.8
14.4
5.7
5.4

15.9
16.4
21.9
21.0

—
20.126
20.123
20.048
20.046
20.135
20.140
20.186
20.179

TABLE 6. Stratosphere–troposphere sulfate budget.

5SO4

mass
(Tg-S)

5SO4

mean load
(mg m22)

Aerosol
mass
(Tg)

Aerosol
mean load
(mg m22)

t
0.55 mm
(31024)

Ke

0.55 mm
(m2 g21)

Ke

1.02 mm
(m2 g21)

DF
shortwave
(W m22)

Stratosphere
Troposphere

0.15
0.78

0.90
4.70

0.70
6.70

1.37
13.1

42
530

3.06
4.05

1.08
1.90

20.125
20.425

Stratosphere/total
(%) 16 16 10 10 7.5 — — 23

lar vortex, with too-small longitudinal variability of the
temperature field. This ends up increasing the early aus-
tral winter probability of PSC occurrence over the whole
latitude band of averaging (648–808S). The longitudinal
distribution of PSCs appears to be well represented by
the model in the Arctic region, as shown in Fig. 17b.

5. Ozone results

The overall strategy of this work is to carefully val-
idate the model in terms of aerosol prediction, looking
at both sulfate and PSC particles, as well as at their
precursors (SO2, H2O, HNO3, and temperature fields).
Once we have enough confidence on the model capa-
bility to predict future trends of these particles (in the
limits of any climate model to predict ‘‘realistic’’ future
perturbations of atmospheric dynamics), we can then
look at the chemical impact on stratospheric ozone,
through heterogeneous chemical reactions. Validation of
ULAQ models for ozone profiles and columns has been
made in Park et al. (1999), Pitari et al. (2001), and
Bregman et al. (2001) using satellite, ozonesonde, and
aircraft measurements. The calculated ozone distribu-
tion in the stratosphere is typically in a 10%–20% level
of accuracy. Larger discrepancies (30%–40%) are found
for the late winter and springtime maxima in the mid-
high latitude lowermost stratosphere and upper tropo-
sphere, pointing out to an insufficient stratosphere–tro-
posphere downward flux in the O3 accumulation region.
In addition (as mentioned before), the ULAQ GCM does
not catch a springtime Antarctic ozone hole as pro-
nounced as in the observations, although this is typical
of the majority of 3D global models with online ozone
photochemistry.

Future ozone changes, however, result from the action
of several simultaneous physicochemical mechanisms,
not simply heterogeneous chemistry; the main feedback
processes of future aerosol and climate changes on
ozone are discussed here. A comparison is made of fu-
ture steady-state ozone perturbations related separately
to climate and sulfur emission changes in year 2030,
that is, when the chemically driven O3 recovery should
take place (WMO 1999). The purpose is an attempt to
quantify the impact of these dynamical and heteroge-
neous chemical perturbations on the rate of future ozone
recovery.

Stratospheric circulation changes in future climate are
essentially represented by a reinforcement of the lower
stratospheric residual circulation with enhanced up-
welling in the Tropics (Figs. 19a,b) and stronger sub-
sidence at midlatitudes (Fig. 19c). The latitudinal gra-
dient of the diabatic heating in the 50–200-hPa layer is
enhanced in a GHG-richer atmosphere, so that the trop-
ical upper troposphere–lower stratosphere tends to warm
up with respect to midlatitudes through longwave cool-
ing and tropospheric convective heating forced by a
warmer surface. Tropospheric temperature changes, in
turn, tend to increase the atmospheric stability, so that
planetary wave propagation in the stratosphere is altered
and polar vortices are found to be more stable, thus
enhancing O3 depletion by PSC activated chlorine and
bromine radicals. The net effect on lower stratospheric
ozone depends nonlinearly on the combination of two
effects: (a) more efficient midlatitude downwelling mo-
tion bringing more ozone towards regions where the O3

lifetime is normally longer; and (b) more efficient lower
stratospheric chemical removal in polar regions, due to
more stable vortices and prolonged conditions of polar
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TABLE 7. Annually and globally averaged percent changes of
stratospheric H2O and HNO3 (2030–2000).

Experiment DH2O (%) DHNO3 (%)

2030-CH
2030-TC
2030-TS

3.1
9.2

20.4

10.7
4.1
2.0

FIG. 19. Mean annual residual vertical velocity ( *) averaged between 158N and 158Sw
[top left panel, (a)]. Solid line is for 2000; dashed line is for 2030 (experiment TC). Units:
mm s21. Top right panel (b) is an inset of (a) in the lower stratosphere (15–30 km altitude).
Bottom panel (c) shows the calculated vertical ozone mass fluxes at 100 hPa for 2000 and
2030-TC (solid and dashed lines, respectively) keeping the ozone field fixed to year 2000
conditions. Units: 1026 g m22 s21.

air chemical processing and consequent decrease of the
ozone lifetime. The first dynamical effect is actually
more complex when considering perturbations of the
ozone transport rates by irreversible horizontal eddy
mixing.

Figure 20 summarizes future trends of the ozone pro-
file due to chemical composition changes (Fig. 20a, case
CH) and to perturbations of both chemistry and dynam-

ics (Fig. 20b, case TC). Chemistry-driven O3 changes
are the following: (a) tropospheric increase due to pos-
itive trends of NOx, CO, and nonmethane hydrocarbons
surface production [about 8% average increase per de-
cade, to be intended as an upper limit, due to the use
of the Nakicenovic et al. (2000) scenario A2]; (b) lower
stratospheric increase (about 2.5% decade21 in the 50–
200-hPa layer) due to negative trends of CFCs and hal-
ons (producing less inorganic Cl/Br), and positive trends
of methane with consequent enhancement of free chlo-
rine conversion into HCl; (c) 1.5% to 3% O3 increase
per decade in the 1–5-hPa layer, due to the negative
trend of stratospheric Cly; (d) some decrease in the me-
sosphere because more HOx is produced by methane
oxidation.

Effects of climate changes are visible in Fig. 20b and
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FIG. 20. Calculated zonally and annually averaged ozone profile change for year 2030 with respect to
2000: top panel (a) is for experiment CH (i.e., updated chemistry, fixed SO2 surface fluxes, and fixed
climate); bottom panel (b) is for experiment TC (i.e., updated chemistry, SO2 fluxes, and climate). Contour
line spacing is 2%.

can be summarized as follows: (a) O3 decreases in the
tropical lower stratosphere because of the additional
equatorial upwelling shown in Fig. 19b; (b) the positive
trend in the lower stratosphere is now much smaller
with respect to the pure chemistry-driven trend, partic-
ularly in the Arctic region, due to a more efficient het-
erogeneous chemical processing on PSC particles (made
possible by the enhanced stability of the polar vortex);
(c) positive trends in the upper stratosphere are now
larger (about 4%–6% decade21 at 2 hPa) due to the
stratospheric cooling and the associated decreased ef-

ficiency of homogeneous catalytic cycles for ozone de-
pletion.

Figure 21 is a summary of the calculated ozone per-
turbations in different experiments. When climate
changes are taken into account (experiment TC), the
effect on PSCs is such that the future ozone recovery
relative to 2000 is significantly reduced (from 4.5% to
3.7%): an increase of PSC aerosols (both in terms of
spatial and temporal distributions) is capable of acti-
vating more Cl/Br in the presence of sunlight, thus re-
ducing the ozone lifetime in the polar regions. It should
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FIG. 21. Calculated steady-state total ozone column percent changes (908S–908N global annual
mean) in the different future scenarios for 2030–2000 [left panel, (a)] and for 2030 with respect to
CH case (i.e., chemistry update alone) [right panel, (b)]. See Table 1 for a description of the numerical
experiments.

be considered, however, that complex nonlinear pro-
cesses take place, with largely compensating positive
and negative ozone anomalies. Summarizing, it is pos-
sible to say that dynamical changes have the simulta-
neous effects of increasing ozone (via stronger Brewer–
Dobson circulation and less efficient homogeneous
chemistry in the mid-upper stratosphere, due to colder
temperatures) and decreasing it in the lower stratosphere
(more stable and colder vortices, allowing PSCs to last
longer and to be present over wider geographical re-
gions). Sulfur emission changes may reduce the global
ozone recovery relative to 2000 up to 0.3% (experiment
A2), through the SSA feedback on heterogeneous chem-
istry.

Qualitatively similar results on the enhancement of
polar ozone losses in future climate conditions were
found by Pitari et al. (1992) and Shindell et al. (1998).
A quantitative comparison of the ozone changes, how-
ever, would not be meaningful due to the much sim-
plified approaches used in these two works for what
concerns future aerosol trends and their impact on het-
erogeneous chemistry.

6. Summary and conclusions

In this paper we have tried to quantify the impact of
future climate and emission changes on stratospheric

aerosols and ozone. A model validation has first been
made with SAGE II, SAM II, POAM II, and Upper At-
mosphere Research Satellite data for the distributions of
sulfate and PSC aerosols and for the concentrations of
H2O and HNO3 in the stratosphere. The model is suc-
cessful in simulating both vertical profiles and horizontal
distributions of stratospheric aerosols, except for a PSC
underestimation during the Antarctic spring, some over-
estimation of aerosol extinction in the upper troposphere
in the subtropical region, and for a too-flat latitudinal
gradient of aerosol extinction above 25 km. Major find-
ings are that the OCS source of SSA accounts for about
43% of the integrated sulfate aerosol mass above the
tropopause, while stratospheric SO2 oxidation accounts
for about 27%; the remaining 30% is upward-transported
tropospheric sulfate. The major uncertainty of our cal-
culations has to do with the use of a crude representation
of the upper tropospheric sulfate aerosol sink due to ice
nucleation, and to the validity of the upper-tropospheric
scavenging parameterization. The tropopause shortwave
radiative forcing of SSA is found to be 20.126 W m22

in 2000 increasing up to 20.186 W m22 in 2030-A2
(148%); this forcing represents about 23% of the total
forcing by atmospheric sulfate aerosols. The integrated
stratospheric sulfate mass is found to be 0.151 Tg-S in
2000, close to the 0.156 Tg-S deduced from SAGE II
extinction measurements in volcanically quiet years; the
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predicted upper limit mass increase for 2030 (experiment
A2) is 35% (0.204 Tg-S).

Regional sulfur emission changes are found to be
equally important as globally integrated ones: in par-
ticular, positive emission trends in the tropics are found
to be capable of increasing the SO2 mixing ratio at the
tropical tropopause (via deep convection uplift), thus
affecting the whole lower stratosphere. This mechanism
may explain why our conclusions should not be con-
sidered inconsistent with the SAGE II finding that no
evident trend is present in SSA in the last 15 yr, except
for transient volcanic disturbances. This is not surprising
if we take into account that global anthropogenic sulfur
production has declined over Europe and North America
and has increased over northern China, with relatively
small changes in the critical tropical region. Air traffic-
increased emission of sulfur, on the other hand, can only
be significant for surface area density, while in terms
of stratospheric sulfate mass (and optical depth) the con-
tribution of the whole subsonic aircraft fleet is only of
the order of few percents (13% from our calculations).

Another conclusion of this study is that future climate
changes are particularly important for the spatial and
temporal distributions of PSCs, with large trends in the
Arctic regions due to the increased stability of the polar
vortex in a GHG richer atmosphere (Shindell et al.
1998). PSC frequency of occurrence, surface area den-
sity and optical depth are found to increase in both polar
regions; in particular our calculations predict an average
increase of PSC surface area density and optical depth
by a factor of 5 in the Arctic between November and
March, and by more than 1 order of magnitude at some
locations. As the model-predicted lower stratospheric
cooling is the driving processes for this polar aerosol
increase in future climate conditions, it is necessary to
keep in mind that the magnitude of the calculated PSC
enhancement can be partly model-dependent.

The final step in this study is an attempt to quantify
the effects of these changes on future ozone trends. Total
ozone recovery in 2030 relative to 2000 is found to
decrease from 14.5% to 13.7% when taking into ac-
count both climate and surface emission changes: effects
related to climate changes (perturbed stratospheric cir-
culation, water vapor distribution, PSC frequency, etc.)
account for about 2/3 of the calculated slow down of
the O3 recovery rate. Complex nonlinear processes are
responsible for these ozone changes in future climate
conditions (with partly compensating positive and neg-
ative anomalies): stronger Brewer–Dobson circulation,
less efficient homogeneous chemistry in the mid-upper
stratosphere (due to colder temperatures), and more sta-
ble and colder vortices allowing PSCs to last longer and
to be present over wider geographical regions.
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